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General Statement 

During the last decade, the increase in the size of the three-dimensional seismic data volumes as well as the proliferation of the attributes 
generated from them have added to the woes of seismic interpreters, as they are expected to churn through such large quantities of data in short 
periods of time. Though machine learning techniques promise capabilities to sift through “big” data, interactive visualization of the generated 
attributes that make an effective use of color continue to be lacking. In order to effectively visualize seismic data/attributes in color, we need 
first to understand how color is perceived by the human eye and then how such colors are rendered on workstation monitors. 

The Visible Spectrum 

Light consists of waves that form a small region of the electromagnetic spectrum that are detected by the human eye and interpreted by the 
brain. Wavelengths of light that we can see range from just under 400 nanometers (violet) to a little above 700 nanometers (red); different 
wavelengths appear as different colors. Any particular color can be picked up from the visible spectrum or obtained by mixing lights of two or 
more colors. As an example, yellow color (580 nanometers) can be picked up from the visible spectrum or formed by mixing red and green 
lights. Because we have only three relatively broad-band cones in our eyes, most people cannot tell the difference between these two yellow 
colors. Experiments mixing lights of different colors prove that this observation about yellow color is correct. If we were to plot the intensity as 
a function of the wavelengths of different colors of light that make up the color of an object that reaches our eyes, we would probably see a 
distribution as shown on top of Figure 1a. Such a graphical representation is referred to as spectral power distribution (SPD). If the wavelength 
of any specific color dominates, then the shape of the SPD reflects it. Only when the individual frequencies are present equally in the light does 
the human brain perceive it as white light. In cases in which one frequency dominates, then the brain sees only that color. Absence of light is 
perceived by the brain as black. 



Cones and Rods 
 
The human eye has a curved array of light-sensing cells or photoreceptors along the retina that are shaped like rods and cones. While rods 
detect the presence or absence of light, cones respond differently to light of different wavelengths (what we perceive as color). There are three 
types of cones in the human eye – those that are sensitive to long wavelengths (L) or red, the medium wavelengths (M) or green, and the short 
wavelengths (S) or the blue part of the spectrum. Interestingly, any one cone might not be sensitive to a single frequency in a rigid sense, but 
exhibits some sensitivity overlap. For example, a yellow color will excite both red and green cones, and to a much lesser extent the blue color, 
and this sensitivity is converted by the brain to yellow. Similarly, if light comprised of red and green frequencies falls on the eye, it will excite 
both red and green cones, and will be perceived as yellow, even though no yellow-colored light falls on the eye. In the same way, when blue 
light falls on the eye, the blue cone is excited and, to a negligible extent, so are the red and green cones. The brain perceives the color as blue. 
When white light falls on the retina, all three cones (red, green and blue) are excited and thus the brain perceives the light as white. 
Interestingly, magenta is perceived as a color by the human brain but is not present as a unique wavelength in the color spectrum; rather it is a 
mixture of violet and red light. We use this observation to construct cyclical color bars, placing magenta between violet and red (Figure 1b). 
Thus, the human color perception depends on the strength of the incoming signal, or its SPD, and its brightness is perceived in terms of the 
color. 
 
As our eyes are sensitive to only three main parts of the spectrum, they have the inability to distinguish certain SPDs from others. For example, 
light emanating from a light filament lamp may appear to us as white light, and again the sunlight will also appear as white, even though the 
SPDs for the two sources are different. While the SPD for the filament source may consist of certain spikes occurring at R, G and B regions of 
the spectrum, for the sunlight the SPD may appear as flat as shown in Figure 1. This limitation of the human eye is referred to as 
“metamerism.” Thus, our eyes may not be able to capture all the possible colors of the spectrum range, but those generated from the RGB 
regions of the spectrum should be good enough. This is known as “tristimulus” theory, which is true for human vision. When it comes to 
reproducing color in TV or computer screens, the different color spaces are also based on the tristimulus theory. Such a basis for combining 
lights of different colors in the R, G and B areas of the spectrum is sufficient, as another more accurate basis generating excessively more 
colors would not be perceived by the human eye. 
 

Additive versus Subtractive Color 
 
As different receptors are sensitive to different levels of stimulation or excitations, millions of colors can still be distinguished by the human 
eye. The different color combinations as perceived by the three types of cones can be summarized in the matrix shown in Figure 2. The 
combination of red, green and blue active light sources for reproduction of other colors is commonly referred to as the RGB model and forms 
the working model for computer and television monitors. The colors red, green and blue are referred to as primary colors as other colors can be 
obtained by mixing them, but the reverse is not true. Such a model is referred to as the “additive color” model. 
 
Another color system is the “subtractive color” model used in painting and printing images, wherein the color reflected by an object is obtained 
by absorption of the opposite color. For instance, cyan, magenta and yellow (CMY) colors are the opposites of red, green and blue, on the color 
wheel (Figure 1b) and are used as primary colors for printing. The color printers use cartridges of the CMY colors in addition to black, and 



together all four colors are indicated as CMYK. Cyan is opposite to red and halfway between green and blue; magenta is the color opposite of 
green and halfway between red and blue; and yellow is opposite of blue and halfway between red and green. 
 

RGB Color Space 
 
As most of the seismic interpretation work is carried out on workstation monitors, and as stated above, because RGB represents a greater range 
of human color perception, we discuss it in more detail in what follows. 
 
Based on metamerism criterion, the different colors of the spectrum can be matched by a combination of RGB. Early work on color perception 
(prior to the 1930s) by some of the pioneers in the field suggested that the spectral response of each of the three colors – R, G, B, with receptive 
wavelengths long (L), medium (M) and short (S) respectively – as received by the cones is different. There is a significant overlap in the 
sensitivity of the L and M cones (Figure 3a), and it is not possible to match some of the wavelengths in the blue to green part of the spectrum. 
Some of these colors can be produced by adding red to the target colors (Figure 3a), which is very confusing and inconvenient. In 1931, the 
International Commission on Illumination was formed and based in Vienna, Austria, which created the RGB color space based on different 
experiments conducted at that time, mapping the full range of human visual perception. This color standard is recognized internationally so that 
there is consistency across different manufactures of visualization equipment ranging from airplane control dials to traffic lights. The CIE 
defined three hypothetical lights (X, Y and Z) related to the original wavelengths by means of a linear transformation, such that any wavelength 
could be matched perceptually by positively combining fractions of X, Y and Z (Figure 3b). 
 

Defining 3-D Color Space 
 
As stated earlier, the cones in the human eye respond differently due to the three light-sensitive pigments in them, which makes each of the 
cones absorb a different fraction of the incoming light as a function of its wavelength and have a different spectral response. The existence of 
three types of cones suggests that color is a 3-D quantity and needs to be defined as a 3-D color space model. The term “color space” was 
conceived due to the fact that the three primary colors, R, G and B, could be used as the basis of a vector space, which we describe later, where 
each color vector is defined by three components, or values of RGB. Any color may be represented as a vector in RGB color space as shown in 
Figure 4. It may also be mentioned here that the distribution of cones in the eye varies from person to person. This implies that the various 
color combinations perceived may be slightly different from one person to another, but all the combinations can still be represented graphically 
by the same 3-D color space. Because the color gene is on the X chromosome, if the color genes from the two parents do not overlap, these 
tetrachromatic women will have a much greater perception of color, although most do not know they do. 
 
The 3-D color space can be defined in an abstract mathematical way by the three vectors along the three axes corresponding to R, G and B 
colors as shown in Figure 4a. If the standard color has a magnitude 1, then the origin is black, red (1,0 0), green (0, 1, 0) and blue (0, 0, 1). The 
combination of R and G is yellow and is indicated by the dashed line vector and has components (1, 1, 0). In the space defined by the three 
vectors, in-between other colors can be created. The range of possible colors represented by the primary colors is often referred to as a 
“gamut.” As there could be different types of color combinations we come across, we talk about different gamuts, e.g. a gamut of human vision 



representing all the color that the human eye can perceive; similarly, a gamut of TV colors represents the color combination that the TV color 
system displays on the screen, while a CMY gamut represents the color combinations for hard copy printers. 
 
In the context of 3-D color vector space, such a combination is good in principle but somewhat awkward in practice, as the gamut of all 
perceptible colors is a complicated shape. If it were a two-dimensional plane, it would be more convenient. Such a 3-D to 2-D mapping can be 
carried out by forming an equilateral triangle and projecting all color combinations on it. In Figure 4b, the vertices R, G and B have been joined 
together to form an equilateral triangle, and anywhere on this plane the sum of the three values is 1, giving it the name unit plane. Within this 
plane, only two coordinates are required to specify a location. We can now attempt at mapping the tristimulus values for the colors of the 
spectrum. As we attempt this, we notice that a vector closer to the blue axis would exhibit a bluish color, a vector closer to the green axis would 
exhibit a greenish color and a vector closer to the red axis would appear reddish. As all the vectors corresponding to the colors of the spectrum 
are mapped, one traces out a line called the “spectral locus” in the shape of a horseshoe of color as shown by the dashed black line in Figure 4b. 
 
The equilateral triangle shown in Figure 4b can be shown in two-dimensions as shown in Figure 5. It shows the complete gamut of human 
vision with the wavelengths indicated on the boundary. As two values are required to define any color on the diagram, it is sometimes also 
called the XY diagram, or chromaticity diagram.  
 
Such a two-dimensional representation of a 3-D color space system provides insight, as one can easily see the boundary representing the 
complete range of the three-color combinations and can be used conveniently to compare two or more color spaces. What this implies is that 
the gamut of different TV or color monitors are subsets of the gamut of human vision (CIE 1931 color space). The color gamuts are important 
specifications as they have a bearing on the image quality produced, though not the only one. Over the years, many new color spaces have been 
suggested that represent improvements over the 1931 color space proposed by the CIE, but the latter remains the most commonly used color 
space. 
 

How Can Such a 3-D Color Space be Stored Digitally in a Computer? 
 
A ‘bit’ represents the way information is stored in a computer. A single bit would simply have 2 values. 0 and 1, and for a pixel, this would 
represent just black and white. Two bits implies there are four possible combinations (00, 01, 10 and 11), and three bits suggests eight possible 
combinations (000, 001, 010, 011, 100, 101, 110 and 111). In general, we can say the number of combinations is 2 raised to the power of the 
number of bits. Thus, an 8-bit pixel (or one byte) would represent 28 = 256 possible integer values, which are represented as integers between 0 
and 255. The next question that comes to mind is, are more bits on a pixel useful, and how? If we have a 2-bit pixel on a black to white scale, it 
would mean four values which would represent black, dark gray, light gray and white colors. Such a scale or color bar could be rather coarse or 
lumpy for a display or a photograph. Having more bits allows more gray values on the scale, which would add a smoother gradient (or color 
depth) to the image or the photograph being displayed. 
 
Now let us turn to a colored image. As stated above, an image in color is typically composed of red, green and blue colors, which are handled 
by the workstation monitors as a “channel.” An 8-bit color scheme allows only 28 = 256 colors. However, if we use 8 bits for red, 8 bits for 
green and 8 bits for blue, or 24 bits per pixel, we end up with 224 = 16,777,216 possible color combinations. More color combinations yield 



smoother shade gradations resulting in more realistic images. Much of today’s interpretation software was written before the adoption of the 
Open Graphics Library (OpenGL) by computer hardware and monitor manufacturers. Using OpenGL does not significantly impact 
performance but, because graphical display forms the basis of interpretation software, its adoption might require a costly rewrite.  
 
Over the years, the colors available in workstations have increased from 1-bit (two) colors (recall the green phosphor on a black screen) to 8-bit 
(256) colors to high-end systems providing 24-bit (256 x 256 x 256) colors. 
 
Sometimes, the RGB model is extended by bringing in transparency on an “alpha channel” stored as the first 8 bits and the RGB into the next 
24 bits, making up the full 32 bits. 
 

How Do We See Images in Color on a TV Screen? 
 
In the older TVs employing a picture tube or a cathode ray tube technology, an electron gun projects a stream of electrons through a vacuum 
onto a display screen coated with phosphors. Each pixel on the screen has red, green and blue phosphors. Midway in the tube are magnetic 
anodes that make the electron beam move in different directions as per the instructions received from the display controller, which in turn acts 
according to the signal received from the cable carrying the transmitted information. As the electrons strike the phosphors they are lit up and 
the red, green and blue colors combine at each pixel to form the image on the screen. 
 
TVs with picture tubes were bulky and heavy and made way for slimmer LCD (liquid crystal display) screens. These screens generate images 
in a different way, employing the electronic switching of liquid crystals which in turn rotate polarized light. Unlike solids and liquids, liquid 
crystals have the ordering of atoms as in solids and the fluidity of liquids. In one of the phases of liquid crystals, the molecules may be pointing 
in different directions, but with the application of electricity they all tend to align in the same direction. 
 
Visible light is electromagnetic radiation that propagates through space as waves of electrical and magnetic energy vibrating in different 
directions. If these light waves are made to pass through a grid that has openings in one direction, say vertical, the emerging light has vibrations 
in just one direction, or is plane-polarized, and thus is dimmer. This is how polarizing glasses work. If the emergent vertical plane-polarized 
light through a pair of glasses is made to pass through another pair of glasses rotated perpendicular to the first 
pair, no light emerges.  
 
The flat TV screen has millions of pixels and each of these pixels consists of subpixels that are colored red, green and blue. Behind the screen 
is a bright light source that projects light towards it. Each of the pixels has a polarizing glass filter behind it and another one in front of it. There 
is also a liquid crystal between the polarizing filters, which can be switched off and on electronically. When it is switched on it rotates the light 
passing through it, which can then pass through the polarizing glass filter ahead, so that light passes through both the polarizing filters. When it 
is switched off, the light passing through the first polarizing filter gets blocked by the second and no light passes through. The pixels are 
individually connected electronically and can be switched on and off many times per second. As the pixels are lit up, the red, green and blue 
colors impart the pixel their color. 
 



Rendering Seismic Attributes 
 
Seismic attributes help enhance the subtle subsurface geologic detail that might be difficult and time consuming to decipher from 3-D seismic 
amplitude data. Beginning with the simple computation of envelope, phase and frequency attributes in the 1970s, several dozen seismic 
attributes are generated these days containing disparate types of information. To bring together all this information and produce an accurate 
subsurface model, the multiple attributes need to be carefully visualized and displayed, and thus has become an important interpretation tool for 
seismic interpreters. 
 
Beginning with simple photographically generated images of seismic data in variable area and wiggle mode overlain on the colored interval 
velocity model, multiattribute displays have evolved rapidly from 2-D vertical sections to volumetric attributes displayed using 3-D 
visualization technology. Commensurate with the development of attribute and display technology, the colors available in the workstations 
have also increased from the 1-bit (two) colors to conventional 8-bit (256) colors to high-end systems providing 24-bit (256x256x256) colors. 
A popular color model employed for active screen display remains the red-green-blue (RGB), commonly applied for co-rendering three seismic 
attributes. 
 
We previously described how the human eye perceives color, defined 3-D color space and the different color gamuts and discussed how such 
color space is stored digitally in a computer. Then we discussed how we are able to see images in color on a TV or a computer monitor. Now 
we discuss the volume visualization of seismic attributes making use of the RGB color model and demonstrate how it helps seismic 
interpreters. 
 
The more recently written and the higher-end interpretation workstation software include 24-bit (16,777,216 color) RGB color blending. For 
those of us using more limited 8-bit (256 color) workstation software, we can assign six levels of red, green and blue to three different volumes, 
resulting in the RGB color cube using 63=216 color levels shown in Figure 6a. Figure 6c shows the six horizontal slices through the cube. 
Mapping your seismic attribute data to such a color map requires three steps: (1) use your calculator to scale the data ranges of each attribute 
and generate a suite of integer values i, j, and k that range between 0 and 5 at each voxel, (2) use your calculator to “multiplex” the results to 
generate an integer value m=k*36+j*6+I that ranges between 0 and 215, and (3) define your color bar to map each value m to the 
corresponding color shown in Figure 6b. Similar color bars can be generated to plot two attributes against each other (Figure 7). 
 
Attributes plotted against RGB should be of the same family, have the same units, and have a similar range of values. Common triplets include 
plotting spectral magnitudes from three frequencies, or the amplitude at three offsets. Figure 7 plots three principal components, PC 1, PC 2 
and PC 3 against RGB. Figure 7a and Figure 6b and Figure 7c show stratal slices at the Mississippian level of a Delaware Basin survey 
acquired in northwest Texas through each of these three principal components from, using a rainbow color bar for each display. Figure 7d 
shows the same three images, but now plotted against RGB. RGB co-blending shows that the fault/fracture information seen on the individual 
displays is consistent across all three and is captured on the composite display. At the Mississippian level, the facies represented by PC 2 (in 
green) covers all but the southwest corner. 
 



In the same way, 2-D color bars can also be constructed. If one attribute modulates a second, it makes sense to have it control the gray 
(saturation) level of the 2-D color bar. Figure 8a displays the instantaneous frequency against a rainbow (red to blue) color bar, with the value 
of the envelope, e, controlling saturation. Thus, if the value e=0, the value of the instantaneous frequency is meaningless, and is set to gray. A 
similar strategy is employed in plotting vector dip in Figure 8b. In this example, dip azimuth is plotted against a cyclical color bar. However, if 
the dip magnitude is zero, the value of dip azimuth is meaningless, and is set to gray. Figure 8c shows the same colors as Figure 6b, but now 
aligned as rectangular rather than as polar axes. This color bar is useful in assigning colors to clusters in self-organizing mapping. 
 

Visualizing Attribute Crossplots with RGB 
 
Crossplotting is widely used in AVO analysis because it facilitates the simultaneous and meaningful evaluation of two attributes. Generally, 
common lithology units and fluid types cluster together in AVO crossplot space, allowing identification of background lithology trends and 
anomalous off-trend aggregations that could be associated with hydrocarbons. This is the essence of successful AVO crossplot analysis and 
interpretation, which is based on the premise that data that are anomalous statistically are interesting geologically. 
 
Initially, 2-D AVO crossplotting typically used the intercept and gradient attributes. However, later, crossplots of elastic parameters (Lambda-
Rho and Mu-Rho) were introduced to improve petrophysical discrimination of rock properties. These attempts made way for 3-D crossplotting, 
where data clusters “hanging in 3-D crossplot space” are more readily diagnostic, resulting in more accurate and reliable interpretation. Back-
projecting anomalous clusters onto the vertical sections or onto the 3-D seismic or attribute volume allows for more accurate interpretation. 
More recently, the elastic attributes Lambda- Rho and Mu-Rho obtained from prestack simultaneous impedance inversion are crossplotted as a 
volume using a 2-D color bar, which in a way provides a link between discrete interactive crossplotting and the continuous variability of the 
data. 
 
We illustrate this application using a seismic dataset from north-central Alberta, Canada, where the characterization of the unconventional shale 
resource characterization, and the lateral variability of the adjoining litho units is of interest. First, we describe the different geologic 
formations making up the broad zone of interest. 
 
The Montney Formation comprises a lower unit (Lower Montney) consisting of interbedded dark grey siltstones and shales and an upper unit 
(Upper Montney) consisting of interbedded light brown siltstones and sandstones. Both these units can be correlated on well logs. Below the 
Montney is the Permian Belloy Formation comprising cherts, shales and calcareous sandstones. Overlying the Montney is the Charlie Lake 
Formation consisting of intercalated nearshore sandstone, siltstone, dolomite and anhydrite lithofacies, though they are not necessarily seen 
individually within the main unit. One of the members of this formation after correlation with the well log data has been picked and shown 
marked as North Pine in the vertical section shown in Figure 9. The formation thickens westward and thins out to the east and north. The 
evaporite facies is more prevalent in the east, with sandstone and carbonate facies dominating in the west wherefrom the segment of the section 
is shown. The Charlie Lake Formation is unconformably overlain in this area by the Halfway Formation comprising calcareous sandstones and 
minor limestones, deposited in a shallow water environment during the Middle Triassic, which in turn is overlain by the Baldonnel Formation 
comprising secondary dolomites. Overlying the Baldonnel is the Pardonet Formation consisting of limestones, which in turn is overlain by the 
non-calcareous shales of the Ferni Formation, and above them is a sequence of conglomeratic, coarse-grained sandstones. 



Figure 9 shows representative vertical slices through the Lambda-Rho and Mu-Rho attribute volumes obtained from prestack simultaneous 
impedance inversion. Marker horizons corresponding to Montney top, North Pine and Belloy units are also shown overlaid on these sections. 
The 2-D color bar shown in figure 5a was used to visualize the two attributes, with Lambda-Rho on the x-axis and Mu-Rho on the y-axis. This 
color bar is a rotated version of that shown in Figure 8b, thereby assigning red to attribute values associated with quartz rich facies. Figure 10b 
shows the corresponding 2-D histogram for the two attributes used. 
 
An inline from the crossplot volume, equivalent to the ones shown in Figure 9, is depicted in Figure 11, with every sixth seismic trace overlaid 
on it. Notice how the 2-D color bar combinations reflect the different litho units and their mineral compositions, with the magenta, blue and 
purple reflecting the limestone content, yellow and red the quartz, and green the clay content. Interestingly, all the geological information 
described above is reflected well in the vertical section shown in Figure 11. Notice how the Upper and Lower Montney units can be seen 
exhibiting different facies and so also the calcareous sandstones of the Halfway Formation seen in light purple color, which represent the main 
zone of interest. Visualization of the crossplot volume is a great help in terms of the lateral and vertical variation of mineral content in the 
different formations and thus their interpretation. 
 
Different stratal slices displayed with reference to the Montney marker are shown in Figure 12. Again, notice how the formation with more 
limestone content exhibit the lateral variation in magenta, blue and purple color, those with more quartz and clay in yellow, red and green. 
 

Conclusion 
 
In conclusion, use of color in the form of RGB color model helps with more accurate visualization of the seismic attributes and should be 
employed regularly for extracting more valuable information in them.E 



 

 

 

 

  

 

Figure 1. (a: left) The visible spectrum forms a small part of the electromagnetic spectrum that is detected by the human eye where color is 
perceived by three cones, approximately centered about red, green, and blue wavelengths. (b: right) Most colors can be mapped to a 
bandlimited spectrum. Magenta is the exception and is a mixture of violet and red light, allowing us to construct a color wheel. 



                                                         

Figure 2. A matrix showing different colors and their combinations based on the additive model and as perceived by the human eye. 



 

 

 

Figure 3. (a) Mapping of the tristimulus colors to the colors of the visible light spectrum shows that red color exhibits some negative values. (b) 
The CIE 1931 color gamut expresses the tristimulus colors to hypothetical X, Y and Z colors where now red exhibits strictly positive values. 

 



 

 

 

Figure 4. (a) Defining 3-D color vector space. (b) Mapping 3-D color space onto a 2-D plane. The vector lengths outside the grey triangle are 
shown as white. 



                                            

Figure 5. The Commission on Illumination 1931 color space diagram in two dimensions with wavelengths in nanometers. The colors seen on a 
TV screen using RGB phosphors or LEDs are those enclosed in the black dashed triangle. 



 

 

 

 

  

Figure 6. (a) 6x6x6 RGB color cube using 216 levels (modified from Guo et al., 2008). (b) The cube shown as 1-D multiplexed color bar which 
can be loaded into workstation software. (c) The same cube shown as six slices. The bottom slices show the red-green plane with B=0. The top 
slice shows values of B=1. We will use this color bar to plot principal component 1 (PC 1) against red, PC 2 against green, and PC 3 against 
blue, as shown in Figure 7. 

 



                                 

Figure 7. Stratal slices at the Mississippian level through the principal component volumes (a) PC 1, (b) PC 2, and (c) PC 3. (d) Equivalent 
stratal slice obtained by co-blending PC 1, PC 2 and PC 3 volumes using RGB. Notice, most of the fault/fracture information seen on the 
individual displays in (a) to (c) is captured on the RGB blended display in (d). The data shown here is from the Delaware Basin in northwest 
Texas. Data courtesy of TGS, Houston. 



 

 

 

 

Figure 8. Examples of 2-D color maps used to plot one attribute against another: (a) instantaneous frequency versus envelope, (b) dip azimuth 
versus dip magnitude, and (c) self-organizing map axis 1 against self-organizing map axis 2. Each of these 2-D color maps can be multiplexed 
to form a 1-D colorbar that can then be loaded into an interpretation workstation software. 



 

 

 

 

 

 

 

  

Figure 9. Segment of inline vertical slices through (a) Lambda-Rho, and (b) Mu-Rho volumes. Four horizons have been overlaid on the 
displays, of which the Montney marker represents the top of the source rock of interest. More details are given in the text. Data courtesy of 
TGS, Calgary. 



 

 

Figure 10. (a) 2-D color bar generated using 256 colors. (b) Crossplot (2-D histogram) of Lambda-Rho versus Mu-Rho sections corresponding 
to the same volumes shown in Figure 9. 



 

 

 

Figure 11. The same vertical slice shown in Figure 9, but now through the crossplot volume using the colorbar shown in Figure 10a. Overlaid 
on the section are the seismic traces in wiggle and variable area, with every sixth trace displayed. Stratal slices through this crossplot volume 
are indicated by white lines and colored block arrows to the right side of the section and are displayed in the following figure. Data courtesy of 
TGS, Calgary. 



                  

Figure 12. Stratal slices with reference to the Montney marker at (a) 24 milliseconds above (in the Halfway Formation) indicated by the yellow 
arrow, (b) 72 milliseconds above (cyan arrow) in the Baldonnel unit, (c) 192 milliseconds above (green arrow) in the Ferni unit, (d) 6 
milliseconds below (orange arrow) in the Upper Montney, (e) 52 milliseconds below (blue arrow) still in the Upper Montney, and (f) 76 
milliseconds below (purple arrow) in the Lower Montney unit. The blue in (a) and (b) indicate calcite rich lithologies. The yellow and orange 
in (c) indicates a quartz rich lithology. The green in (d) and (e) indicate clay-rich lithologies. The magenta and cyan indicate more calcite rich 
lithologies. Data courtesy of TGS, Calgary. 


