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Abstract 

With limited amounts of prospects available within producing fields, the holistic and realistic evaluation of well logs represent an important 
parameter to guide development, production and investment decisions within the field. However, some wells with log data have missing curves 
or erroneous values, while some wells have no log data at all. We propose a deep learning and distributed machine learning model which 
effectively models the non-linearity within well log files to forecast a realistic estimate of missing well log data. 

We used python programming language, Apache Spark and Tensorflow API’s to perform this work. We scraped and downloaded about 985 
well log data (log ascii files) of Cook Inlet Basin wells to the cloud. We extracted their actual data and metadata for all the wells. We 
subsequently saved the file into a feather format file which allows for quick file reads and writes. Furthermore, we preprocessed the well log 
data, normalized and scaled it to ensure all features were within the same scale and thus, reduce computational expense. 

Initially, we applied Apache Spark’s distributed machine learning stochastic linear regression model. The model accuracy was very low (about 
10%). However, currently we are using auto encoder and convolutional neural network ResNet deep learning architecture. Preliminary results 
are promising and expect further model architecture and parameter tuning to yield better results. These and more will forecast well logs with 
missing values and wells without log data with high accuracy. 

Authors of previous articles use commercial applications to generate such missing log data. Such applications are limited in their analysis and 
cannot handle big data. However, our methodology used python programming language, cloud distributed computing resources and open 
source tools to develop the deep learning and machine learning algorithm. Additionally, we are applying it to about 15,000,000 rows of data 
where such commercial applications are unable to scale or model complexities that exist amongst their variables. Additionally, our work will 
further assist petrophysicists, reservoir engineers and geologists build a more robust geologic and reservoir simulation model and guide 
management’s current or future investment decisions in the field. 
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Outline
● Challenges
● Benefits 
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Challenges

● Re-evaluate old well logs for opportunities

● Unable to effectively assess well / field reserves

● Challenge with inferring geological features
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Benefits

● Obtain pertinent missing well log data

● Estimate reserves more accurately

● Better understand geology of play
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Technical Basis
● Data Acquisition
● Data Preprocessing
● Data Augmentation
● Data Exploration
● Model Architecture
● Model Evaluation
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Technical Basis
● Data Acquisition
- 995 raw log data from Cook Inlet Basin(5 fields)

-    Python script to extract and download data to the cloud
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Technical Basis
● Data Preprocessing
- Apache Spark to extract and join actual and metadata

-  Saved to Apache Arrow format (feather )

- Dropped from 152 to 15 features
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Technical Basis
● Data Augmentation
- Handled missing data

- Scaled and normalized data
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Technical Basis
● Data Exploration - 50133203580000 
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Technical Basis
● Model Architecture
- Apache Spark Mllib : 

- Very low accuracy

 

PSAAPG 2018



hybriData.us 12

Technical Basis
● Model Architecture - ANN (MLP)

- 2 hidden layers
- Dropout and Relu applied
- Output layer-No activation function 
- 2 regression error metrics 

- MSE, RMSE 

- Resnet with Auto encoder didn’t improve our model

PSAAPG 2018



hybriData.us 13

Technical Basis
● Model Evaluation
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Conclusion
● Deep Learning better approach 

● Reduce cost of expensive logging suites

● Estimate lithology, fractures and more

● Room for model improvements
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